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Scheduler: CA-7

JES selects the job for processing. Once you submitted the job, you lose your control over the job. JES checks for the availability of initiators for the CLASS of the job submitted by you. If an initiator is available, it checks for any high priority (PRTY) JOB with same class is available. If not, based on FIFO policy it selects the job submitted by you.

So we cannot call JES as a scheduler. It just processes the job submitted by you. But a scheduler schedules the jobs at the right time and the successful completion of the first job may trigger the second job automatically and the second can trigger third and this is how the whole business BATCH cycle is implemented in production system. Preciously saying, the trigger need not be always job but can be also dataset(s) or time. Other constraints like mutual exclusiveness, dependencies can be also added to a job during the definition in the scheduler. Well-defined jobs needs less human intervention as the jobs are automatically submitted at the right time. 

Obviously, if any job is ABENDED, human intervention is needed and that is a crucial part of any production support project. If the person in shift could not solve the problem and restart the job within the time, then the full cycle may get delayed and the ONLINE may not be up at the time agreed in SLA (Service Level Agreement). 

There are lot of schedulers are available in the market. Control-M, OPC and CA-7 are few of them. Discussion of scheduler products is outside the scope of the book but we would like to introduce few commands that are frequently used in CA7 environment and they are given in the table.

Difference between CA7 and CA11

CA-7 is scheduler whereas CA-11 is automatic re-run facility. It directs CA7, which step to restart in case ABEND. So no restart PARM is needed if you don’t want to revert the updates done by prior steps. In that case, you may need to modify this parameter. If CA11 is there, you never get NOT CAT2 error. It performs dataset and GDG maintenance error. Using the file JEHF produced by CA11, we can get statistics of ABEND and RESTART details. 


CA-11 inserts a step at the beginning of the job called CA07RMS.  Within this step, CA-11 scans the JCL being run and looks for any data sets being created in the job.  If the first instance of a file in the job has a disposition beginning with "NEW," CA-11 then checks the system catalog to see if there is already an existing data set by that name.  If there is, CA-11 then deletes it to prevent a NOT CAT 2 error.  THIS HAPPENS WHETHER IT IS A PRODUCTION RUN OF THE JOB, OR A RESTART.


Also, if necessary, GDG adjustments are made by CA-11 in this step.  Any changes to bias numbers, (+1) to (0) on a restart, for example, are done by CA-11.

Difference between FORCE COMPLETE and CANCEL


If you CANCEL the job, it will be deleted from CA7 queue and if there is any job depends on this completion of this job, then it may not get triggered at all. 

In such situations, you should go for FORCE-COMPLETION than CANCEL. If there is no dependency, then you can do anyone.   

TSO CA7CLIST will take you CA7 panel. If you have access, then you can issue the following commands in that panel. 

	Command
	Purpose

	LJOB,JOB=xxxxx,LIST=ALL
	Display all the details of the job xxxxx.

LIST=TRIG gives only triggering and triggered jobs. 

LIST=RQMT gives only the requirement that should be satisfied for the job to run.

	LIST
	List all the jobs that need restart. You frequently give this command to check for any ABENDS

	LPRRN,JOB=xxxxxx
	Lists last execution details.

	LJCL,JOB=xxxxxx
	List JCL for the JOB xxxxxx

	LDSN,DSN=xxx.yyyy,LIST=USERS
	All jobs using xxx.yyyy dataset.

	DEMANDH,JOB=xxxxx


	Demand a job into request queue. If you code DEMAND instead of DEMANDH then it will get into active queue directly. SET=NTR is used to avoid any triggering that may be done by this job.

	LRLOG 
	Details of previous runs since midnight. 

Add date=* which gives the last five days worth. Can also find out which jobs ran late or were cancelled by using ST=LATE/CANC

	FSTRUC,SCHDID=n,JOB=xxxxx
	All jobs triggered by JOB xxxxx and all subsequent jobs triggered by those will be displayed in tree structure. Please note that there can be more than one schedule ID for each job and for each day.

	SUBTM,JOB=Y*****
	Allows you to make your job run at a particular time once already on the XQJ queue. Followed by TIME=hhmm

	HELP
	Gives help on commands, syntax etc.

	LSCHD,LIST=CALS,JOB=xxxxx
	It gives calendar listing of what dates the job will run in the current year.


XQM:

Type XQM. You will get all the jobs, which are in request-ready-active and restart status. If you want to do any operation on the listed job, do it from this panel. It is very user friendly. You no need to remember the commands.

Ex: CANCEL, Post-requirements etc. 

Debugger- XPEDITOR

XPEDITOR/TSO is a testing, debugging and analysis tool that allows the programmer to view the source code as it executes in order to identify incorrect logic, test hard-hard-to-validate routines and analyze both program structure and data flow. It is a CA product.

The program to be debugged in XPEDITOR environment has to be compiled with the JCL that has XPEDITOR steps. Check the installation configuration controller or the installation own utility for compiling a program with XPED option. The load library of the XPED compiled source must be added to the XPED load lib panel.  

DDIO file should be allocated before the execution of the program. It is used to capture the source listing output from your XPEDITOR/TSO session. Now the program can be executed in XPEDITOR in one of the ways – TSO (Online) or BATCH (Interactive debugging, Un-attended debugging). 

Once the program source listing is displayed, break points can be set up in any line by the line command B. GO command executes all the statements from the current statement of the program to the break point. After the break point, if you want, you can go step-by-step execution by GO 1 command or alternatively again you can type GO command that takes you to next break point or END/ABEND of the program. GT line command is used for unconditional transfer of the execution to that line. S line command is used to skip the execution of particular statement. GT and S line commands have equivalent command line commands ‘GT statement-no’ and ‘S statement-number’. 

If you want to come out of execution of the program in between, use the command ‘EXIT’. ‘RETEST’ command starts the test once again from the beginning.

‘DELETE’ is used to delete all the XPED command (Ex: Break points).

K VAR-NAME in the command line displays the value of the variable. If you want to change the value of the variable before it is passed to next statement, it can be done. PEEK VAR-NAME can be also used for this purpose. 

If you want to track the program flow when the variable got specific value in it OR when the value in the variable changes, then use the command  ‘WHEN VAR-NAME= ‘value’’ OR ‘WHEN VAR-NAME CHANGES’. ‘WHEN DELETE’ command will reset the WHEN command issued before.

REVERSE command is used to review the execution path that led to current break point. To use REVERSE, MONITOR command should have been issued before. MONTIOR command records the program execution in a buffer. After REVERSE command, GO 1 statement executes 1 statement in the reverse direction. 

Command ‘INTERCEPT SUB-PROGRAM-NAME’ just before the call statement, takes you to the first statement of sub-program (provided the sub-program is   compiled with XPED option). Otherwise GO 1 command of main program (just before the execution of sub program) will take you to the next statement in the main program. 

INTERCEPT, REVERSE, BREAK POINT and DDIO files are important from interview point of view.


Other Debuggers: COBTEST, INTERTEST.
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